
V - 1

à`zÚüNC©Ø�ª�Â �{

1Êù: LipschitzëY�üNC©
Ø�ªÝKÂ �{�Âñ�Ç

Convergence rate of the PC methods
for Lipschitz continuous monotone VIs

H®�ÆêÆX Û])
hebma@nju.edu.cn

The context of this lecture is based on the publication [2]



V - 2

In 2005, Nemirovski’s analysis indicates that the extragradient method has the O(1/t)

convergence rate for variational inequalities with Lipschitz continuous monotone operators.

For the same problems, in the last decades, we have developed a class of Fejér monotone

projection and contraction methods. Until now, only convergence results are available to

these projection and contraction methods, though the numerical experiments indicate that

they always outperform the extragradient method. The reason is that the former benefits

from the ‘optimal’ step size in the contraction sense. In this paper, we prove the

convergence rate under a unified conceptual framework, which includes the projection and

contraction methods as special cases and thus perfects the theory of the existing

projection and contraction methods. Preliminary numerical results demonstrate that the

projection and contraction methods converge twice faster than the extragradient method.

1 Introduction

Let Ω be a nonempty closed convex subset of <n, F be a continuous mapping from <n

to itself. The variational inequality problem, denoted by VI(Ω, F ), is to find a vector
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u∗ ∈ Ω such that

VI(Ω, F ) (u− u∗)TF (u∗) ≥ 0, ∀u ∈ Ω. (1.1)

Notice that VI(Ω, F ) is invariant when F is multiplied by some positive scalar β > 0. It is

well known that, for any β > 0,

u∗ is a solution of VI(Ω, F ) ⇐⇒ u∗ = PΩ[u∗ − βF (u∗)], (1.2)

where PΩ(·) denotes the projection onto Ω with respect to the Euclidean norm, i.e.,

PΩ(v) = argmin{‖u− v‖ |u ∈ Ω}.

Throughout this paper we assume that the mapping F is monotone and Lipschitz

continuous, i.e.,

(u− v)T (F (u)− F (v)) ≥ 0, ∀u, v ∈ <n,

and there is a constant L > 0 (not necessary known), such that

‖F (u)− F (v)‖ ≤ L‖u− v‖, ∀u, v ∈ <n.
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Moreover, we assume that the solution set of VI(Ω, F ), denoted by Ω∗, is nonempty. The

nonempty assumption of the solution set, together with the monotonicity assumption of F ,

implies that Ω∗ is closed and convex (see pp. 158 in [3]).

Among the algorithms for monotone variational inequalities, the extragradient (EG) method

proposed by Korpelevich [9] is one of the attractive methods. In fact, each iteration of the

extragradient method can be divided into two steps. The k-th iteration of EG method

begins with a given uk ∈ Ω, the first step produces a vector ũk via a projection

ũk = PΩ[uk − βkF (uk)], (1.3a)

where βk > 0 is selected to satisfy

βk‖F (uk)− F (ũk)‖ ≤ ν‖uk − ũk‖, ν ∈ (0, 1). (1.3b)

Since ũk is not accepted as the new iterate, for designation convenience, we call it as a

predictor and βk is named the prediction step size. The second step (correction step) of

the k-th iteration updates the new iterate uk+1 by

uk+1 = PΩ[uk − βkF (ũk)], (1.4)

where βk is called the correction step size. The sequence {uk} generated by the
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extragradient method is Fejér monotone with respect to the solution set, namely,

‖uk+1 − u∗‖2 ≤ ‖uk − u∗‖2 − (1− ν2)‖uk − ũk‖2. (1.5)

For a proof of the above contraction property, the readers may consult [3] (see pp.

1115-1118 therein). Notice that, in the extragradient method, the step size of the prediction

(1.3a) and that of the correction (1.4) are equal. Thus the two steps seem like ‘symmetric’.

Because of its simple iterative forms, recently, the extragradient method has been applied

to solve some large optimization problems in the area of information science, such as in

machine learning [15], optical network [11] and speech recognition [12], etc. In addition,

Nemirovski [10] and Tseng [16] proved the O(1/t) convergence rate of the extragradient

method. Both in the theoretical and practical aspects, the interest in the extragradient

method becomes more active.

In the last decades, we devoted our effort to develop a class of projection and contraction

(PC) methods for monotone variational inequalities [5, 6, 8, 13]. Similarly as in the

extragradient method, each iteration of the PC methods consists of two steps. The

prediction step of PC methods produces the predictor ũk via (1.3) just as in the

extragradient method. The PC methods exploit a pair of geminate directions [7, 8] offered
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by the predictor, namely, they are

d(uk, ũk) = (uk − ũk)− βk(F (uk)− F (ũk)) and βkF (ũk). (1.6)

Here, both the directions are ascent directions of the unknown distance function
1
2
‖u− u∗‖2 at the point uk . Based on such directions, the goal of the correction step is

to generate a new iterate which is more closed to the solution set. It leads to choosing the

‘optimal’ step length

%k =
(uk − ũk)T d(uk, ũk)

‖d(uk, ũk)‖2 , (1.7)

and a relaxation factor γ ∈ (0, 2), the second step (correction step) of the PC methods

updates the new iterate uk+1 by

uk+1 = uk − γ%kd(uk, ũk), (1.8)

or

uk+1 = PΩ[uk − γ%kβkF (ũk)]. (1.9)

The PC methods (without line search) make one (or two) projection(s) on Ω at each

iteration, and the distance of the iterates to the solution set monotonically converges to

zero. According to the terminology in [1], these methods belong to the class of Fejér
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contraction methods. In fact, the only difference between the extragradient method and

one of the PC methods is that they use different step sizes in the correction step (see (1.4)

and (1.9)). According to our numerical experiments [6, 8], the PC methods always

outperform the extragradient methods.

Stimulated by the complexity statement of the extragradient method, this paper shows the

O(1/t) convergence rate of the projection and contraction methods for monotone VIs.

Recall that Ω∗ can be characterized as (see (2.3.2) in pp. 159 of [3])

Ω∗ =
⋂
u∈Ω

{
ũ ∈ Ω : (u− ũ)TF (u) ≥ 0

}
.

This implies that ũ ∈ Ω is an approximate solution of VI(Ω, F ) with the accuracy ε if it

satisfies

ũ ∈ Ω and inf
u∈Ω

{
(u− ũ)TF (u)

}
≥ −ε.

In this paper, we show that, for given ε > 0 andD ⊂ Ω, in O(L/ε) iterations the

projection and contraction methods can find a ũ such that

ũ ∈ Ω and sup
u∈D

{
(ũ− u)TF (u)

}
≤ ε. (1.10)

As a byproduct of the complexity analysis, we find why taking a suitable relaxation factor
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γ ∈ (1, 2) in the correction steps (1.8) and (1.9) of the PC methods can achieve the faster

convergence.

The outline of this paper is as follows. Section 2 recalls some basic concepts in the

projection and contraction methods. In Section 3, we investigate the geminate descent

directions of the distance function. Section 4 shows the contraction property of the PC

methods. In Section 5, we carry out the complexity analysis, which results in an O(1/t)

convergence rate and suggests using the large relaxation factor in the correction step of

the PC methods. The solution methods study for variational inequality is helpful for

investigating the splitting contraction methods for separable convex optimization, some

conclusion remarks are addressed in the last section.

Throughout the paper, the following notational conventions are used. We use u∗ to denote

a fixed but arbitrary point in the solution set Ω∗. A superscript such as in uk refers to a

specific vector and usually denotes an iteration index. For any real matrix M and vector v,

we denote the transpose by MT and vT , respectively. The Euclidean norm will be

denoted by ‖ · ‖.
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2 Preliminaries

In this section, we summarize the basic concepts of the projection mapping and three

fundamental inequalities for constructing the PC methods. Throughout this paper, we

assume that the projection on Ω in the Euclidean-norm has a closed form and it is easy to

be carried out. Since

PΩ(v) = argmin{1

2
‖u− v‖2 | u ∈ Ω},

according to the optimal solution of the convex minimization problem, we have

(v − PΩ(v))T (u− PΩ(v)) ≤ 0, ∀ v ∈ <n, ∀ u ∈ Ω. (2.1)

Consequently, for any u ∈ Ω, it follows from (2.1) that

‖u− v‖2 = ‖(u− PΩ(v))− (v − PΩ(v))‖2

= ‖u− PΩ(v)‖2 − 2(v − PΩ(v))T (u− PΩ(v)) + ‖v − PΩ(v)‖2

≥ ‖u− PΩ(v)‖2 + ‖v − PΩ(v)‖2.
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Therefore, we have

‖u− PΩ(v)‖2 ≤ ‖u− v‖2 − ‖v − PΩ(v)‖2, ∀ v ∈ <n, ∀ u ∈ Ω. (2.2)

For given u and β > 0, let ũ = PΩ[u− βF (u)] be given via a projection. We say that

ũ is a test-vector of VI(Ω, F ) because

u = ũ ⇔ u ∈ Ω∗.

Since ũ ∈ Ω, it follows from (1.1) that

(FI-1) (ũ− u∗)TβF (u∗) ≥ 0, ∀u∗ ∈ Ω∗. (2.3)

Setting v = u− βF (u) and u = u∗ in the inequality (2.1), we obtain

(FI-2) (ũ− u∗)T
(
(u− ũ)− βF (u)

)
≥ 0, ∀u∗ ∈ Ω∗. (2.4)

Under the assumption that F is monotone we have

(FI-3) (ũ− u∗)Tβ
(
F (ũ)− F (u∗)

)
≥ 0, ∀u∗ ∈ Ω∗. (2.5)

The inequalities (2.3), (2.4) and (2.5) play an important role in the projection and

contraction methods. They were emphasized in [5] as three fundamental inequalities in the
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projection and contraction methods.

3 Predictor and the ascent directions

For given uk , the predictor ũk in the projection and contraction methods [5, 6, 8, 13] is

produced by (1.3). Because the mapping F is Lipschitz continuous (even if the constant

L > 0 is unknown), without loss of generality, we can assume that

infk≥0{βk} ≥ βL > 0 and βL = O(1/L). In practical computation, we can make an

initial guesses of β = ν/L and decrease β by a constant factor and repeat the procedure

whenever (1.3b) is violated.

For any but fixed u∗ ∈ Ω∗, (u− u∗) is the gradient of the unknown distance function
1
2
‖u− u∗‖2 in the Euclidean-norma at the point u. A direction d is called an ascent

direction of 1
2
‖u− u∗‖2 at u if and only if the inner-product (u− u∗)T d > 0.

aFor convenience, we only consider the distance function in the Euclidean-norm. All the results in

this paper are easy to extended to the contraction of the distance function in G-norm where G is a

positive definite matrix.
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3.1 Ascent directions by adding the fundamental inequalities

Setting u = uk , ũ = ũk and β = βk in the fundamental inequalities (2.3), (2.4) and

(2.5), and adding them, we get

(ũk − u∗)T d(uk, ũk) ≥ 0, ∀u∗ ∈ Ω∗, (3.1)

where

d(uk, ũk) = (uk − ũk)− βk
(
F (uk)− F (ũk)

)
, (3.2)

which is the same d(uk, ũk) defined in (1.6). It follows from (3.1) that

(uk − u∗)T d(uk, ũk) ≥ (uk − ũk)T d(uk, ũk). (3.3)

Note that, under the condition (1.3b), we have

2(uk − ũk)d(uk, ũk)− ‖d(uk, ũk)‖2

= d(uk, ũk)T {2(uk − ũk)− d(uk, ũk)}

= ‖uk − ũk‖2 − β2
k‖F (uk)− F (ũk)‖2

≥ (1− ν2)‖uk − ũk‖2. (3.4)
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Consequently, from (3.3) and (3.4) we have

(uk − u∗)T d(uk, ũk) ≥ 1

2

(
‖d(uk, ũk)‖2 + (1− ν2)‖uk − ũk‖2

)
.

This means that d(uk, ũk) is an ascent direction of the unknown distance function
1
2
‖u− u∗‖2 at the point uk .

3.2 Geminate ascent directions

To the direction d(uk, ũk) defined in (3.2), there is a correlative ascent direction

βkF (ũk). Use the notation of d(uk, ũk), the projection equation (1.3a) can be written as

ũk = PΩ{ũk − [βkF (ũk)− d(uk, ũk)]}. (3.5a)

It follows that ũk is a solution of VI(Ω, F ) if and only if d(uk, ũk) = 0. Assume that

there is a constant c > 0 such that

%k =
(uk − ũk)T d(uk, ũk)

‖d(uk, ũk)‖2 ≥ c, ∀k ≥ 0. (3.5b)
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In this paper, we call (3.5) with c > 0 the general conditions and the forthcoming analysis

is based of these conditions. For given uk , there are different ways to construct ũk and

d(uk, ũk) which satisfy the conditions (3.5) (see [8] for an example). If βk satisfies (1.3b)

and d(uk, ũk) is given by (3.2), the general conditions (3.5) are satisfied with c ≥ 1
2

(see

(3.4)). Note that an equivalent expression of (3.5a) is

ũk ∈ Ω, (u− ũk)T {βkF (ũk)− d(uk, ũk)} ≥ 0, ∀u ∈ Ω, (3.6a)

and from (3.5b) we have

(uk − ũk)T d(uk, ũk) = %k‖d(uk, ũk)‖2. (3.6b)

In fact, d(uk, ũk) and βkF (ũk) in (3.5a) are a pair of geminate directions and usually

denoted by d1(uk, ũk) and d2(uk, ũk), respectively. In this paper, we restrict

d2(uk, ũk) to be F (ũk) times a positive scalar βk . If d(uk, ũk) = uk − ũk , then ũk

in (3.6a) is the solution of the subproblem in the k-th iteration when PPA applied to solve

VI(Ω, F ). Hence, the projection and contraction methods considered in this paper belong

to the prox-like contraction methods.

The following lemmas tell us that both the direction d(uk, ũk) (for uk ∈ <n) and F (ũk)
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(for uk ∈ Ω) are ascent directions of the function 1
2
‖u− u∗‖2 whenever uk is not a

solution point. The proof is similar to those in [7], for completeness sake of this paper, we

restate the short proofs.

Lemma 3.1 Let the general conditions (3.5) be satisfied. Then we have

(uk − u∗)T d(uk, ũk) ≥ %k‖d(uk, ũk)‖2, ∀uk ∈ <n, u∗ ∈ Ω∗. (3.7)

Proof. Note that u∗ ∈ Ω. By setting u = u∗ in (3.6a) (the equivalent expression of

(3.5a)), we get

(ũk − u∗)T d(uk, ũk) ≥ (ũk − u∗)TβkF (ũk) ≥ 0, ∀u∗ ∈ Ω∗.

The last inequality follows from the monotonicity of F and (ũk − u∗)TF (u∗) ≥ 0.

Therefore,

(uk − u∗)T d(uk, ũk) ≥ (uk − ũk)T d(uk, ũk), ∀u∗ ∈ Ω∗.

The assertion (3.7) is followed from the above inequality and (3.6b) directly. 2



V - 16

Lemma 3.2 Let the general conditions (3.5) be satisfied. If uk ∈ Ω, then we have

(uk − u∗)TβkF (ũk) ≥ %k‖d(uk, ũk)‖2, ∀u∗ ∈ Ω∗. (3.8)

Proof. Since (ũk − u∗)TβkF (ũk) ≥ 0, we have

(uk − u∗)TβkF (ũk) ≥ (uk − ũk)TβkF (ũk), ∀u∗ ∈ Ω∗.

Note that because uk ∈ Ω, by setting u = uk in (3.6a), we get

(uk − ũk)TβkF (ũk) ≥ (uk − ũk)T d(uk, ũk).

From the above two inequalities follows that

(uk − u∗)TβkF (ũk) ≥ (uk − ũk)T d(uk, ũk), ∀u∗ ∈ Ω∗.

The assertion (3.8) is followed from the above inequality and (3.6b) directly. 2

Note that (3.7) holds for uk ∈ <n while (3.8) is hold only for uk ∈ Ω.
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4 Corrector in the contraction sense

Based on the pair of geminate ascent directions in (3.5), namely, d(uk, ũk) and

βkF (ũk), we use the one of the following corrector forms to update the new iterate uk+1:

(Correction of PC Method-I) uk+1
I = uk − γ%kd(uk, ũk), (4.1a)

or

(Correction of PC Method-II) uk+1
II = PΩ[uk − γ%kβkF (ũk)], (4.1b)

where γ ∈ (0, 2) and %k is defined in (3.5b). Note that the same step size length is used

in (4.1a) and (4.1b) even if the search directions are different. Recall that ũk is obtained

via a projection, by using the correction form (4.1b), we have to make an additional

projection on Ω in the PC methods. Replacing γ%k in (4.1b) by 1, it reduces to the update

form of the extragradient method (see (1.4)).

For any solution point u∗ ∈ Ω∗, we define

ϑI(γ) = ‖uk − u∗‖2 − ‖uk+1
I − u∗‖2 (4.2a)
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and

ϑII(γ) = ‖uk − u∗‖2 − ‖uk+1
II − u∗‖2, (4.2b)

which measure the profit in the k-th iteration. The following theorem gives a lower bound of

the profit function, the similar results were established in [6, 7, 8].

Theorem 4.1 For given uk , let the general conditions (3.5) be satisfied. If the corrector is

updated by (4.1a) or (4.1b), then for any u∗ ∈ Ω∗ and γ > 0, we have

ϑI(γ) ≥ q(γ), (4.3)

and

ϑII(γ) ≥ q(γ) + ‖uk+1
I − uk+1

II ‖
2, (4.4)

respectively, where

q(γ) = γ(2− γ)%2
k‖d(uk, ũk)‖2. (4.5)

Proof. Using the definition of ϑI(γ) and uk+1
I (see (4.1a)), we have

ϑI(γ) = ‖uk − u∗‖2 − ‖uk − u∗ − γ%kd(uk, ũk)‖2

= 2γ%k(uk − u∗)T d(uk, ũk)− γ2%2
k‖d(uk, ũk)‖2. (4.6)
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Recalling (3.7), we obtain

2γ%k(uk − u∗)T d(uk, ũk) ≥ 2γ%2
k‖d(uk, ũk)‖2.

Substituting it in (4.6) and using the definition of q(γ), we get ϑI(γ) ≥ q(γ) and the first

assertion is proved. Now, we turn to show the second assertion. Because

uk+1
II = PΩ[uk − γ%kβkF (ũk)],

and u∗ ∈ Ω, by setting u = u∗ and v = uk − γ%kβkF (ũk) in (2.2), we have

‖u∗ − uk+1
II ‖

2 ≤ ‖u∗ − (uk − γ%kβkF (ũk))‖2

−‖uk − γ%kβkF (ũk)− uk+1
II ‖

2. (4.7)

Thus,

ϑII(γ) = ‖uk − u∗‖2 − ‖uk+1
II − u∗‖2

≥ ‖uk − u∗‖2 − ‖(uk − u∗)− γ%kβkF (ũk)‖2

+‖(uk − uk+1
II )− γ%kβkF (ũk)‖2

= ‖uk − uk+1
II ‖

2 + 2γ%kβk(uk+1
II − u∗)TF (ũk)

≥ ‖uk − uk+1
II ‖

2 + 2γ%kβk(uk+1
II − ũk)TF (ũk). (4.8)
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The last inequality in (4.8) follows from (ũk − u∗)TF (ũk) ≥ 0. Since uk+1
II ∈ Ω, by

setting u = uk+1
II in (3.6a), we get

(uk+1
II − ũk)T {βkF (ũk)− d(uk, ũk)} ≥ 0,

and consequently, substituting it in the right hand side of (4.8), we obtain

ϑII(γ) ≥ ‖uk − uk+1
II ‖

2 + 2γ%k(uk+1
II − ũk)T d(uk, ũk)

= ‖uk − uk+1
II ‖

2 + 2γ%k(uk − ũk)T d(uk, ũk)

−2γ%k(uk − uk+1
II )T d(uk, ũk). (4.9)

To the two crossed term in the right hand side of (4.9), we have (by using (3.6b))

2γ%k(uk − ũk)T d(uk, ũk) = 2γ%2
k‖d(uk, ũk)‖2,

and

−2γ%k(uk − uk+1
II )T d(uk, ũk)

= ‖(uk − uk+1
II )− γ%kd(uk, ũk)‖2

−‖uk − uk+1
II ‖

2 − γ2%2
k‖d(uk, ũk)‖2,



V - 21

respectively. Substituting them in the right hand side of (4.9) and using

uk − γ%kd(uk, ũk) = uk+1
I ,

we obtain

ϑII(γ) ≥ γ(2− γ)%2
k‖d(uk, ũk)‖2 + ‖uk+1

I − uk+1
II ‖

2

= q(γ) + ‖uk+1
I − uk+1

II ‖
2, (4.10)

and the proof is complete. 2

Note that q(γ) is a quadratic function of γ, it reaches its maximum at γ∗ = 1. In practice,

%k is the ‘optimal’ step size in (4.1) and γ is a relaxation factor. Because q(γ) is a lower

bound of ϑI(γ) (resp. ϑII(γ)), the desirable new iterate is updated by (4.1) with

γ ∈ [1, 2).

From Theorem 4.1 we obtain

‖uk+1 − u∗‖2 ≤ ‖uk − u∗‖2 − γ(2− γ)%2
k‖d(uk, ũk)‖2. (4.11)

Convergence result follows from (4.11) directly. Due to the property (4.11) we call the

methods which use different update forms in (4.1) PC Method-I and PC Method II,
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respectively. Note that the assertion (4.11) is derived from the general conditions (3.5). For

the PC methods using correction form (1.8) or (1.9), because %k >
1
2

, by using (3.6b) and

(1.3b), it follows from (4.11) that

‖uk+1 − u∗‖2 ≤ ‖uk − u∗‖2 − 1

2
γ(2− γ)(1− ν)‖uk − ũk‖2. (4.12)

5 Convergence rate of the PC methods

This section proves the convergence rate of the projection and contraction methods. Recall

that the base of the complexity proof is (see (2.3.2) in pp. 159 of [3])

Ω∗ =
⋂
u∈Ω

{
ũ ∈ Ω : (u− ũ)TF (u) ≥ 0

}
. (5.1)

In the sequel, for given ε > 0 andD ⊂ Ω, we focus our attention to find a ũ such that

ũ ∈ Ω and sup
u∈D

(ũ− u)TF (u) ≤ ε. (5.2)

Although the PC Method I uses the update form (4.1a) and it does not guarantee that
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{uk} belongs to Ω, the sequence {ũk} ⊂ Ω in the PC methods with different corrector

forms. Now, we prove the key inequality of the PC Method I for the complexity analysis.

Lemma 5.1 For given uk ∈ <n, let the general conditions (3.5) be satisfied. If the new

iterate uk+1 is updated by (4.1a) with any γ > 0, then we have

(u− ũk)T γ%kβkF (ũk) +
1

2

(
‖u− uk‖2 − ‖u− uk+1‖2

)
≥ 1

2
q(γ), ∀u ∈ Ω,

(5.3)

where q(γ) is defined in (4.5).

Proof. Because (due to (3.6a))

(u− ũk)TβkF (ũk) ≥ (u− ũk)T d(uk, ũk), ∀u ∈ Ω,

and (see (4.1a))

γ%kd(uk, ũk) = uk − uk+1,

we need only to show that

(u−ũk)T (uk−uk+1)+
1

2

(
‖u−uk‖2−‖u−uk+1‖2

)
≥ 1

2
q(γ), ∀u ∈ Ω. (5.4)

To the crossed term in the left hand side of (5.4), namely (u− ũk)T (uk − uk+1), using



V - 24

an identity

(a− b)T (c− d) =
1

2

(
‖a− d‖2 − ‖a− c‖2

)
+

1

2

(
‖c− b‖2 − ‖d− b‖2

)
,

we obtain

(u− ũk)T (uk − uk+1) =
1

2

(
‖u− uk+1‖2 − ‖u− uk‖2

)
+

1

2

(
‖uk − ũk‖2 − ‖uk+1 − ũk‖2

)
. (5.5)

By using uk+1 = uk − γ%kd(uk, ũk) and (3.6b), we get

‖uk − ũk‖2 − ‖uk+1 − ũk‖2

= ‖uk − ũk‖2 − ‖(uk − ũk)− γ%kd(uk, ũk)‖2

= 2γ%k(uk − ũk)T d(uk, ũk)− γ2%2
k‖d(uk, ũk)‖2

= γ(2− γ)%2
k‖d(uk, ũk)‖2.

Substituting it in the right hand side of (5.5) and using the definition of q(γ), we obtain

(5.4) and the lemma is proved. 2

The both sequences {ũk} and {uk} in the PC method II belong to Ω. In the following
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lemma we prove the same assertion for PC method II as in Lemma 5.1.

Lemma 5.2 For given uk ∈ Ω, let the general conditions (3.5) be satisfied. If the new

iterate uk+1 is updated by (4.1b) with any γ > 0, then we have

(u− ũk)T γ%kβkF (ũk) +
1

2

(
‖u− uk‖2 − ‖u− uk+1‖2

)
≥ 1

2
q(γ), ∀u ∈ Ω,

(5.6)

where q(γ) is defined in (4.5).

Proof. For investigating (u− ũk)TβkF (ũk), we divide it in the terms

(uk+1 − ũk)T γ%kβkF (ũk) and (u− uk+1)T γ%kβkF (ũk).

First, we deal with the term (uk+1 − ũk)T γ%kβkF (ũk). Since uk+1 ∈ Ω, substituting

u = uk+1 in (3.6a) we get

(uk+1 − ũk)T γ%kβkF (ũk)

≥ γ%k(uk+1 − ũk)T d(uk, ũk)

= γ%k(uk − ũk)T d(uk, ũk)− γ%k(uk − uk+1)T d(uk, ũk). (5.7)
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To the first crossed term of the right hand side of (5.7), using (3.6b), we have

γ%k(uk − ũk)T d(uk, ũk) = γ%2
k‖d(uk, ũk)‖2.

To the second crossed term of the right hand side of (5.7), using the Cauchy-Schwarz

Inequality, we get

−γ%k(uk − uk+1)T d(uk, ũk) ≥ −1

2
‖uk − uk+1‖2 − 1

2
γ2%2

k‖d(uk, ũk)‖2.

Substituting them in the right hand side of (5.7), we obtain

(uk+1 − ũk)T γ%kβkF (ũk) ≥ 1

2
γ(2− γ)%2

k‖d(uk, ũk)‖2 − 1

2
‖uk − uk+1‖2.

(5.8)

Now, we turn to treat of the term (u− uk+1)T γ%kβkF (ũk). Since uk+1 is updated by

(4.1b), uk+1 is the projection of
(
uk − γ%kβkF (ũk)

)
on Ω, it follows from (2.1) that{(

uk − γ%kβkF (ũk)
)
− uk+1}T (u− uk+1) ≤ 0, ∀u ∈ Ω,

and consequently(
u− uk+1)T γ%kβkF (ũk) ≥

(
u− uk+1)T (uk − uk+1), ∀u ∈ Ω.

Using the identity aT b = 1
2
{‖a‖2 − ‖a− b‖2 + ‖b‖2} to the right hand side of the last
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inequality, we obtain(
u−uk+1)T γ%kβkF (ũk) ≥ 1

2

(
‖u−uk+1‖2−‖u−uk‖2

)
+

1

2
‖uk −uk+1‖2.

(5.9)

Adding (5.8) and (5.9) and using the definition of q(γ), we get (5.6) and the proof is

complete. 2

For the different projection and contraction methods, we have the same key inequality

which is shown in Lemma 5.1 and Lemma 5.2, respectively. By setting u = u∗ in (5.3)

and (5.6), we get

‖uk − u∗‖2 − ‖uk+1 − u∗‖2 ≥ 2γ%kβk(ũk − u∗)TF (ũk) + q(γ).

Because (ũk − u∗)TF (ũk) ≥ (ũk − u∗)TF (u∗) ≥ 0 and

q(γ) = γ(2− γ)%2
k‖d(uk, ũk)‖2, it follows from the last inequality that

‖uk+1 − u∗‖2 ≤ ‖uk − u∗‖2 − γ(2− γ)%2
k‖d(uk, ũk)‖2.

This is just the form (4.11) in Section 4. In other words, the contraction property (4.11) of

PC methods is the consequent result of Lemma 5.1 and Lemma 5.2, respectively.
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For the convergence rate proof, we allow γ ∈ (0, 2]. In this case, we still have q(γ) ≥ 0.

By using the monotonicity of F , from (5.3) and (5.6) we get

(u− ũk)T %kβkF (u) +
1

2γ
‖u− uk‖2 ≥ 1

2γ
‖u− uk+1‖2, ∀u ∈ Ω. (5.10)

This inequality is essential for the convergence rate proofs.

Theorem 5.1 For any integer t > 0, we have a ũt ∈ Ω which satisfies

(ũt − u)TF (u) ≤ 1

2γΥt
‖u− u0‖2, ∀u ∈ Ω, (5.11)

where

ũt =
1

Υt

t∑
k=0

%kβkũ
k and Υt =

t∑
k=0

%kβk. (5.12)

Proof. Summing the inequality (5.10) over k = 0, . . . , t, we obtain(( t∑
k=0

%kβk
)
u−

t∑
k=0

%kβkũ
k
)T
F (u) +

1

2γ
‖u− u0‖2 ≥ 0, ∀u ∈ Ω.
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Using the notations of Υt and ũt in the above inequality, we derive

(ũt − u)TF (u) ≤ ‖u− u
0‖2

2γΥt
, ∀u ∈ Ω.

Indeed, ũt ∈ Ω because it is a convex combination of ũ0, ũ1, . . . , ũt. The proof is

complete. 2

For given uk , the predictor ũk is given by (1.3a) and the prediction step size βk satisfies

the condition (1.3b). Thus, the general conditions (3.5) are satisfied with %k ≥ c = 1
2

. We

choose (4.1a) (for the case that uk is not necessary in Ω) or (4.1b) (for the case that

uk ∈ Ω) to generate the new iterate uk+1. Because %k ≥ 1
2

, infk≥0{βk} ≥ βL and

βL = O(1/L), it follows from (5.12) that

Υt ≥
t+ 1

2
βL ,

and thus the PC methods have O(1/t) convergence rate. For any substantial set

D ⊂ Ω, the PC methods reach

(ũt − u)TF (u) ≤ ε, ∀u ∈ D, in at most t =
⌈ D2

γβLε

⌉
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iterations, where ũt is defined in (5.12) and D = sup {‖u− u0‖ |u ∈ D}. This

convergence rate is in the ergodic sense, the statement (5.11) suggests us to take a larger

parameter γ ∈ (0, 2] in the correction steps of the PC methods.

6 Conclusions and Remarks

In a unified framework, we proved the O(1/t) convergence rate of the projection and

contraction methods for monotone variational inequalities. The convergence rate is the

same as that for the extragradient method. In fact, our convergence rate include the

extragradient method as a special case. The complexity analysis in this paper is based on

the general conditions (3.5) and thus can be extended to a broaden class of similar

contraction methods. Preliminary numerical results indicate that the PC methods do

outperform the extragradient method.

Besides its own applications, the solution methods study for variational inequality

is helpful for investigating the splitting contraction methods for separable convex

optimization. Following we give a sketch for such developments.
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6.1 CCC©©©ØØØ���ªªª���ÝÝÝKKKÂÂÂ   ���{{{

�Ω ⊂ <n´����4à8, F ´<n → <n���N�.�ÄüNC©Ø�ªµ

u∗ ∈ Ω, (u− u∗)>F (u∗) ≥ 0, ∀u ∈ Ω. (6.1)

·�`C©Ø�ªüN,´�Ù¥��f F ÷v (u− v)>(F (u)− F (v)) ≥ 0.

ÚÚÚnnn 1� X ⊂ <n ´4à8, θ(x)Ú f(x)Ñ´à¼ê,Ù¥ f(x)��.P x∗ ´à

`z¯K min{θ(x) + f(x) |x ∈ X} �).·�k

x∗ = arg min{θ(x) + f(x) |x ∈ X} (6.2a)

�¿©7�^�´

x∗ ∈ X , θ(x)− θ(x∗) + (x− x∗)>∇f(x∗) ≥ 0, ∀x ∈ X . (6.2b)

3¦) (6.1)�ÝKÂ �{¥,é�½��c: uk Ú βk > 0,·�|^ÝK

ũk = PΩ[uk − βkF (uk)] = Arg min{ 1
2
‖u− [uk − βkF (uk)]‖2 |u ∈ Ω} (6.3)

)¤��ýÿ: ũk .3ÝK (6.3)¥,·�b�À�� βk ÷v

βk‖F (uk)− F (ũk)‖ ≤ ν‖uk − ũk‖, ν ∈ (0, 1). (6.4)



V - 32

du ũk ´4�z¯Kmin{ 1
2
‖u− [uk − βkF (uk)]‖2 |u ∈ Ω}�),�âÚn 6.1k

ũk ∈ Ω, (u− ũk)>{ũk − [uk − βkF (uk)]} ≥ 0, ∀u ∈ Ω.

þªü>Ñ\þ (u− ũk)>d(uk, ũk),Ù¥

d(uk, ũk) = (uk − ũk)− βk[F (uk)− F (ũk)], (6.5)

Òk·�I��ýÿúª

[ýýýÿÿÿ] ũk ∈ Ω, (u− ũk)>βkF (ũk) ≥ (u− ũk)>d(uk, ũk), ∀u ∈ Ω. (6.6)

ò (6.6)¥?¿� u ∈ ΩÀ¤ u∗,Ò��

(ũk − u∗)>d(uk, ũk) ≥ βk(ũk − u∗)>F (ũk). (6.7)

düN5, (ũk − u∗)>F (ũk) ≥ (ũk − u∗)>F (u∗) ≥ 0, (6.7)�mà�K,����

(uk − u∗)>d(uk, ũk) ≥ (uk − ũk)>d(uk, ũk). (6.8)

d d(uk, ũk)�L�ª (6.5)Úb� (6.4),|^ Cauchy-SchwarzØ�ªB���

(uk − ũk)>d(uk, ũk) ≥ (1− ν)‖uk − ũk‖2. (6.9)

Ïd§Ø�ª (6.8)�mà��.ùL«,é?Û�½Ý
H ∈ <n×n, H−1d(uk, ũk)

´��¼ê 1
2
‖u− u∗‖2H 3 uk ?H-�¿Âe���þ,��.·�^
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[������] uk+1 = uk − αH−1d(uk, ũk) (6.10)

�)#�S�:,Ù¥ d(uk, ũk)d (6.5)�Ñ.�	� α�'�ål²� áþ,

ϑk(α) := ‖uk − u∗‖2H − ‖u
k+1 − u∗‖2H . (6.11)

�â½Â

ϑk(α) = ‖uk − u∗‖2H − ‖u
k − u∗ − αH−1d(uk, ũk)‖2H

= 2α(uk − u∗)>d(uk, ũk)− α2‖H−1d(uk, ũk)‖2H
d(6.8) ≥ 2α(uk − ũk)>d(uk, ũk)− α2‖H−1d(uk, ũk)‖2H := qk(α) (6.12)

þª`² qk(α)´ ϑk(α)���e.¼ê.3ÝKÂ �{¥,·�  �Ä3î¼

�eÂ ,=H �ü Ý
.3d�¹e,

α∗k = argmax{qk(α)} =
(uk − ũk)>d(uk, ũk)

‖d(uk, ũk)‖2
. (6.13)

db� (6.4),�� 2(uk − ũk)>d(uk, ũk) > ‖d(uk, ũk)‖2,Ï
 α∗k >
1
2

.�XÒk

‖uk − u∗‖2 − ‖uk+1 − u∗‖2

≥ q(α∗k) = α∗k(uk − ũk)>d(uk, ũk) ≥ 1
2

(1− ν)‖uk − ũk‖2. (6.14)

ù´y²�{Âñ�'�Ø�ª.
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z 3ÝKÂ �{¥,©?Ø�ª (6.6)üà�

βkF (ũk) Ú d(uk, ũk), ·�¡���éÌ)��.

Û©�´,æ^Ì)��,�ÓÚ��ü«ØÓ���{,äk�Ó�Âñ5�.

3¢SO�¥,·�æ^��úª

(Â �{–1) uk+1
I = uk − γα∗kd(uk, ũk) (6.15)

½ö

(Â �{–2) uk+1
II = PΩ[uk − γα∗kβkF (ũk)] (6.16)

�)#�S�: uk+1,Ù¥ γ ∈ (1.5, 1.8) ⊂ (0, 2), α∗k Ñd (6.13)�Ñ.

y²35p�Æ�O�êÆÆ�638ò 1, (2016) 74-96½·Ì���w1¥�±é�.
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6.2 ààà`̀̀zzz���©©©���ÂÂÂ   ���{{{

·�±ü��©l�f��5�åà`z¯K

min{θ1(x) + θ2(y) | Ax+By = b, x ∈ X , y ∈ Y}. (6.17)

�~.ù�¯K�.�KF¼ê´½Â3 X × Y × <mþ�

L(x, y, λ) = θ1(x) + θ2(y)− λ>(Ax+By − b). (6.18)

�é
(
(x∗, y∗), λ∗

)
÷v

Lλ∈<m (x∗, y∗, λ) ≤ L(x∗, y∗, λ∗) ≤ Lx∈X ,y∈Y (x, y, λ∗)

Ò�¡�.�KF¼ê�Q:.�é{`,Q:Ò´Ó�÷v
x∗ = arg min{L(x, y∗, λ∗) |x ∈ X},
y∗ = arg min{L(x∗, y, λ∗) | y ∈ Y},
λ∗ = arg max{L(x∗, y∗, λ) |λ ∈ <m}.

�â (6.2),þã`zf¯K��`5^�´
x∗ ∈ X , θ1(x)− θ1(x∗) + (x− x∗)>(−A>λ∗) ≥ 0, ∀x ∈ X ,
y∗ ∈ Y, θ2(y)− θ2(y∗) + (y − y∗)>(−B>λ∗) ≥ 0, ∀ y ∈ Y,
λ∗ ∈ <m, (λ− λ∗)>(Ax∗ +By∗ − b) ≥ 0, ∀ λ ∈ <m.

(6.19)
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�é{`,.�KF¼ê�Q:
(
(x∗, y∗), λ∗

)
�±L«¤±eC©Ø�ª�):

w∗ ∈ Ω, θ(u)− θ(u∗) + (w − w∗)>F (w∗) ≥ 0, ∀w ∈ Ω. (6.20)

Ù¥ θ(u) = θ1(x) + θ2(y),

u =

 x

y

 , w =


x

y

λ

 , F (w) =


−A>λ

−B>λ

Ax+By − b

 . (6.21)

Ω = X × Y × <m.5¿�, (6.21)¥� F (w),Tk (w − w̃)>(F (w)− F (w̃)) = 0,¤

±�´üN�. ¦) (6.20)ù��¯K,Nõ�{Ñáu��ýÿ-���{µe.

[ýýýÿÿÿ].é�½� vk (v´�þw�Ü©©þ),¦�ýÿ: w̃k ∈ Ω,¦Ù÷v

θ(u)− θ(ũk) + (w − w̃k)>F (w̃k) ≥ (v − ṽk)>Q(vk − ṽk), ∀w ∈ Ω, (6.22)

Ù¥Ý
QØ�½é¡,�´Q> +Q�½.

ò (6.22)¥?¿�w ∈ ΩÀ¤w∗,Ò��

(ṽk − v∗)>Q(vk − ũk) ≥ θ(ũk)− θ(u∗) + (w̃k − w∗)>F (w̃k). (6.23)
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d θ(ũk)− θ(u∗) + (w̃k −w∗)>F (w̃k) = θ(ũk)− θ(u∗) + (w̃k −w∗)>F (w∗) ≥ 0.

Ï
 (6.23)�mà�K, (ṽk − v∗)>Q(vk − ũk) ≥ 0.����

(vk − v∗)>Q(vk − ṽk) ≥ (vk − ṽk)>Q(vk − ṽk). (6.24)

Ø�ª (6.24)ÚQ�½w�·�,H−1Q(vk − ṽk)´��¼ê 1
2
‖v − v∗‖2H 3 vk ?

H-�¿Âe���þ,��.·�^

vk+1 = vk − αH−1Q(vk − ṽk) (6.25)

�)#�S�:.PM = H−1Q,��úªÒ�±�¤

[������].#�Ø%Cþ vk+1d

vk+1 = vk − αM(vk − ṽk). (6.26)

�	� α�'�ål²� áþ,

ϑk(α) := ‖vk − v∗‖2H − ‖v
k+1 − v∗‖2H . (6.27)

�â½Â

ϑk(α) = ‖vk − v∗‖2H − ‖v
k − v∗ − αM(vk − ṽk)‖2H

= 2α(vk − v∗)>Q(vk − ṽk)− α2‖M(vk − ṽk)‖2H
≥ 2α(vk − ṽk)>Q(vk − ṽk)− α2‖M(vk − ṽk)‖2H := qk(α) (6.28)
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qk(α)´ ϑk(α)���e.¼ê.¦ qk(α)��4�� α∗k ´

α∗k = argmax{qk(α)} =
(vk − ṽk)>Q(vk − ṽk)

‖M(vk − ṽk)‖2H
. (6.29)

�?�Ú,XJÝ


G = Q> +Q−M>HM � 0. (6.30)

N´y² 2(vk − ṽk)>Q(vk − ṽk) > ‖M(vk − ṽk)‖2H ,Ï
 α∗k >
1
2

. �XÒk

‖vk − v∗‖2H − ‖v
k+1 − v∗‖2H

≥ q(α∗k) = α∗k(vk − ṽk)>Q(vk − ṽk) ≥
1

4
‖vk − ṽk‖2

(QT +Q)
. (6.31)

,	,3^� (6.30)÷v��¹e,�±3 (6.26)¥�Ú� α = 1,d��úª

vk+1 = vk −M(vk − ṽk)

)¤S� {vk}.d (6.28), q(1) = ‖vk − ṽk‖2G.Ïd, {vk}kÂ 5�

‖vk+1 − v∗‖2H ≤ ‖v
k − v∗‖2H − ‖v

k − ṽk‖2G.

z lC©Ø�ª�ÝKÂ �{�à`z�©�Â �{,�^Ì�,���ª�z
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